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ABSTRACT

Sharing live telepresence experiences for teleconferencing or remote collaboration receives increasing interest with the recent progress in capturing and AR/VR technology. Whereas impressive telepresence systems have been proposed on top of on-the-fly scene capture, data transmission and visualization, these systems are restricted to the immersion of single or up to a low number of users into the respective scenarios. In this paper, we direct our attention on immersing significantly larger groups of people into live-captured scenes as required in education, entertainment or collaboration scenarios. For this purpose, rather than abandoning previous approaches, we present a range of optimizations of the involved reconstruction and streaming components that allow the immersion of a group of more than 24 users within the same scene – which is about a factor of 6 higher than in previous work – without introducing further latency or changing the involved consumer hardware setup. We demonstrate that our optimized system is capable of generating high-quality scene reconstructions as well as providing an immersive viewing experience to a large group of people within these live-captured scenes.

Index Terms: Human-centered computing—Human-computer interaction (HCI)—Interaction paradigms—Virtual reality; Human-centered computing—Human computer interaction (HCI)—Interaction paradigms—Collaborative interaction; Computing methodologies—Computer graphics—Graphics systems and interfaces—Virtual reality; Computing methodologies—Computer vision—Computer vision problems—Reconstruction

1 INTRODUCTION

The rapidly increasing potential of AR/VR technology has led to several highly advanced telepresence applications such as teleconferencing in room-scale environments [4, 24] or the exploration of places – that may vary from the users’ local physical environment – for live-captured scenes beyond room-scale [27] and for remote collaboration purposes. To meet the critical success factors of an immersive telepresence experience for on-the-fly captured 3D data as required by these scenarios, these systems impose strong demands regarding the reconstruction and streaming speed as well as the visual quality of the acquired scene. Furthermore, the interactive exploration within the scene requires rendering at high framerates and low latency to avoid motion sickness. This means that all of the involved processing steps including 3D scene capture, data transmission and visualization have to be achieved in real-time, while taking the typically available network bandwidth and client-side compute hardware into account. Previous teleconferencing systems [4, 24, 28] were designed to capture a fixed region of interest based on expensive well-calibrated acquisition setups involving statically mounted cameras. In contrast, the live telepresence system by Stotko et al. [27] is tailored to the acquisition of scenes beyond such a fixed size defined by the setup and involves portable, consumer-grade capture hardware. As a result, efficiently representing and transmitting the scene to visualization devices is significantly harder. While further work has been spent on parallelized capturing [6], the goal of immersing a large number of people into the same live-captured environment while allowing them to interact with each other for e.g. remote collaboration and exploration scenarios, to the best of our knowledge, has not received a lot of attention so far. In particular, the major challenge is given by the accurate reconstruction and transmission of 3D models while keeping the computational burden as well as the memory and streaming requirements as low as possible, thus, minimizing the amount of unnecessary or unreliable model data resulting from noise and outliers in the captured input data.

In this paper, we address the scalability of live telepresence systems to the immersion of whole groups of (more than 24) people without introducing further latency as required for education, entertainment and collaboration scenarios (see Fig. 1). For this purpose, rather than developing new techniques for 3D capture and data transmission, we demonstrate how existing well-established systems for 3D reconstruction and streaming can be optimized to significantly increase the scalability of live telepresence systems under strong...
work exploited the sparsity in the TSDF representation, e.g. based on Telepresence applications for sharing live experiences rely on real-values only near the actual surface areas [1, 12, 23]. The individual addressed by Mossel and Kröter [20] based on voxel block hash-end-to-end teleconferencing. In contrast, interactive telepresence for has been complemented with AR/VR systems to allow immersive time reconstruction of a dynamic room-scale environment based on the Holoportation system [24] was designed for high-quality real-high sensor noise and a reduced resolution. Relying on an expensive and faced the problems of a limited reconstruction quality due to constraints regarding latency and bandwidth. We demonstrate that our extensions result in compact high-quality 3D reconstructions and finally allow the immersion of more than 24 people within the same live-captured scene (beyond room-scale), thereby significantly exceeding the number of immersed persons in previous approaches [27] without adding or exchanging hardware components.

In summary, the key contributions of this work are (1) an efficient novel set of filters designed to optimize the performance and scalability of current state-of-the-art telepresence systems at the example of the SLAMCast system [27], (2) an adaption of the telepresence-specific filters to standalone volumetric 3D reconstruction and (3) a comprehensive evaluation of the beneficial effect of the proposed set of filters regarding scalability, latency and visual quality.

2 Related Work

Telepresence applications for sharing live experiences rely on real-time 3D scene capture. For this purpose, the underlying scene representation, where the scene is reconstructed based on the fusion of the incoming sensor data, is of particular importance. Well-established representations include surface modeling in the form of implicit truncated signed distance fields (TSDFs). Early real-time volumetric reconstruction approaches [9, 21] are based on storing the scene model in a uniform grid. This results in high memory requirements as the voxel data structure is not adapted according to the local presence of a surface. To improve the scalability to large-scale scenes, further work exploited the sparsity in the TSDF representation, e.g. based on moving volume techniques [26, 31], representing scenes in terms of blocks of volumes that follow dominant planes [8] or storing TSDF values only near the actual surface areas [1, 12, 23]. The individual blocks can be managed using tree structures or hash maps as proposed by Nießner et al. [23] and respective optimizations [12, 13, 25]. Furthermore, the replacement of the TSDF representation by a high-resolution binary voxel grid has also been considered by Reichl et al. [25] to improve the scalability and reduce the memory requirements. Recent extensions include the detection of loop closures [2, 11, 16] to reduce drift artifacts in camera localization as well as multi-client collaborative acquisition and reconstruction of static scenes [6].

This progress in real-time capturing enabled the development of various telepresence applications. Early telepresence systems [5, 9, 10, 17–19] were designed for room-scale environments and faced the problems of a limited reconstruction quality due to high sensor noise and a reduced resolution. Relying on an expensive capturing setup with several cameras, GPUs and desktop computers, the Holoporation system [24] was designed for high-quality real-time reconstruction of a dynamic room-scale environment based on the Fusion4D system [3] as well as real-time data transmission. This has been complemented with AR/VR systems to allow immersive end-to-end teleconferencing. In contrast, interactive telepresence for individual remote users within live-captured static scenes has been addressed by Mossel and Kröter [20] based on voxel block hashing [12, 23]. The limitations of this system regarding high bandwidth requirements, the immersion of only a single remote user into the captured scenarios as well as network interruptions leading to loss of scene parts that are reconstructed in the meantime have been overcome in the recent SLAMCast system [27]. However, the scalability to immersing large groups of people into on-the-fly captured scenes has not been achieved so far. In this paper, we directly address this problem by several modifications to the major components involved in telepresence systems.

3 System Outline

Akin to previous work, we build our scalable multi-client telepresence system on top of a volumetric scene representation in terms of voxel blocks, i.e. blocks of $8^3 = 512$ voxels. This approach has been well-established by previous investigations in the context of real-time reconstruction [1, 2, 9, 11–13, 21–23, 30, 31] and telepresence [20, 24, 27]. As shown in Fig. 2, current state-of-the-art telepresence systems involving live-captured scenarios rely on the core components of (1) a real-time 3D reconstruction process, (2) a central server process as well as (3) exploration clients. RGB-D images captured by a single camera are streamed to the reconstruction process that runs on a cloud server and allows on-the-fly camera localization and scene capture via volumetric fusion. The reconstructed scene data is then passed to the central server process that manages a bandwidth-optimized version of the global model as well as the streaming of these data according to requests by connected exploration clients. Each exploration client integrates the transmitted scene parts into a locally generated mesh that can be interactively explored with VR devices on their local computers. In the following, we focus on the extension of such live telepresence systems to the immersion of larger groups of remote users into a live-captured scene at the example of the SLAMCast system [27]. This requires the optimization of the reconstruction (see Sect. 4) and the central server processes (see Sect. 5). In contrast, the exploration client receives the compressed and optimized scene representation and is already capable of providing an immersive viewing experience at the remote user’s site.

4 Optimization of the 3D Reconstruction Process

Since our optimizations are not particularly restricted to the reconstruction process used in the SLAMCast system, we show their application to volumetric 3D reconstruction approaches in general and provide an overview of the respective pipeline (see Fig. 3). Here, the surface is represented in terms of implicit truncated signed distance fields (TSDFs) and stored as a sparse unordered set of voxel blocks using spatial hashing [2, 11, 12, 23, 25]. Input to the reconstruction pipeline is an incremental stream of RGB-D images which is processed in an online fashion. First, the current RGB-D frame is preprocessed where camera-specific distortion effects are removed and a normal map is computed from the depth data. Afterwards, the current camera pose is estimated either using frame-to-model...
tracking [9, 12, 21, 23, 25, 29, 31] (as also used in the SLAMCast system) or using bundle adjustment for globally-consistent reconstruction [2, 11]. Using this pose, non-visible voxel block data are streamed out to CPU memory whereas visible blocks in CPU memory are streamed back into GPU memory [12, 16, 23, 25]. In the next step, new voxel blocks are allocated in the volume and the RGB-D data are fused into the volumetric model. Finally, a novel view depicting the current state of the reconstruction is generated using raycasting to provide a live feedback to the user during capturing.

### 4.1 Image Preprocessing

We improve the robustness of the acquired RGB-D data by filtering potentially unreliable data from the depth map. A further benefit of this operation is the resulting more compact scene model representation. Inspired by previous work [31], we discard samples located on stark depth discontinuities by considering the deviations to the depth values in a 7 \times 7 neighborhood \( N(d) \). Due to the limited resolution and the overall noise characteristics of the sensor, such samples are likely to be outliers and might largely deviate from the true depth values. We extend this filter by further discarding samples with a significant amount of missing data in their local neighborhood. In such regions, which may not only contain depth discontinuities, the depth measurements are also susceptible of being unreliable. Thus, we consider the set

\[
D_o = \{ d \mid \exists i \in N(d) : |d - d_i| > c_d \lor |N_o(d)| > c_o, |N(d)| \}
\]  

(1)

as outliers where \( c_d \) and \( c_o \) are user-defined thresholds, \( N(d) \) denotes the neighborhood of the depth sample \( d \) and \( N_o(d) \) the set of neighboring pixels with no valid depth data. These outliers affect the overall reconstruction quality as well as the model compactness.

### 4.2 Data Fusion

Although potentially unreliable data around stark depth discontinuities have been filtered out during the preprocessing step, there are still samples, e.g. around small discontinuities, that do not contribute to the reconstruction and negatively affect the model compactness and streaming performance. In the voxel block allocation step, these unreliable data unnecessarily enlarge the global truncation region around the unknown surface since all voxel blocks located within the local truncation region around the respective depth samples are considered during allocation. Traditional approaches tried to remove these blocks afterwards using a garbage collection [23] which requires a costly analysis of the voxel data. In contrast, we propose a novel implicit filter which reduces the amount of unnecessary block allocations. By considering only every \( c_w \)-th pixel per column and row, where \( c_w \) is a user-defined control parameter, the depth image is virtually downscaled and the likelihood for an over-sized global truncation region is significantly reduced. Furthermore, this reduces the number of processed voxels during data fusion which greatly speeds-up the reconstruction and reduces the amount of blocks that are later queued for streaming to the server. Note that this downsampling is only performed during allocation whereas the whole depth image is still used for data fusion to employ TSDF-based regularization. In the context of globally-consistent 3D reconstruction using bundle-adjusted submaps [6, 11], our filter improves the compactness of the respective submap into which the RGB-D data are fused whereas the fusion of the more compact submaps into a single global model would be performed as in previous work.

### 4.3 Model Visualization

In order to provide a decent live preview of the current model state, the generation of such model views should preserve all the relevant scene information while suppressing noise as much as possible. Furthermore, if frame-to-model tracking is used to estimate the current camera pose, this is also crucial to allow a robust alignment. We propose a Marching Cubes (MC) voxel block pruning approach which will be described in more detail in Sect. 5, as it has been carefully designed for the central server process. Here, we show an adaption of this contribution to standalone volumetric 3D reconstruction where the model is stored implicitly using TSDF voxels. Each TSDF voxel stores a TSDF value \( D \in \mathbb{R} \) and fusion weight \( W \in [0; 255] \) (both compressed using 16-bit linear encoding [12]) as well as a 24-bit color \( C \in [0; 255]^3 \). Inspired by the garbage collection approach of point-based reconstruction techniques [14], we ignore TSDF voxels for raycasting and triangle generation which are currently considered unstable. These voxels contain only very few, possibly unreliable observations from the input data, so their fusion weight falls below a user-defined threshold \( c_w \):

\[
V_o^{TSDF} = \{(D, W, C) \mid W < c_w \}
\]  

(2)

However, in contrast to previous garbage collection approaches [14, 23], we do not remove these voxel blocks but only ignore them. This avoids accidental removal of blocks that might become stable at a future time when this scene part is also partially stored in a different submap or revisited by the user or another client in multi-client acquisition setups [6, 11]. Furthermore, by ignoring unstable data, the raycasted view will also be consistent with the exploration client’s version of the 3D model.

### 5 Optimization of the Central Server Process

Beyond optimizations in the reconstruction process, the scalability of a live telepresence system also relies on the optimization of its central server process that takes care of managing the reconstructed global scene model as well as the stream states and requests by connected exploration clients. In this regard, we show respective optimizations at the example of the recently published SLAMCast system [27]. In comparison to the standard voxel block data integration at the server side, we propose a further filtering step which...
discards empty or unstable voxel blocks that contain only very few or no observations from the input RGB-D image data. This significantly improves the streaming performance and scalability and allows the immersion of groups of people. The individual steps of our optimized integration approach are shown in Algorithm 1.

Similar to the original SLAMCast system, we first integrate the TSDF voxel block positions \( P^{TSDF} \) and voxel data \( V^{TSDF} \) into the global TSDF voxel block model \( M^{TSDF} \) of the central server process. Afterwards, we update the global MC voxel block model \( M^{MC} \) which is optimized for streaming and stores a Marching Cubes index \( I \in [0; 255] \) as well as a 24-bit color \( C \in [0; 255]^3 \) in each voxel. For this purpose, we create the set \( P^{MC} \) of MC voxel block positions requiring an update as well as a set of flags \( F^{MC} \) and the respective MC voxel data \( V^{MC} \) by performing the Marching Cubes algorithm on the corresponding TSDF voxel models [15]. The flags \( F^{MC} \) indicate whether a block will generate reliable triangles and are constructed by analyzing the Marching Cubes indices \( I \) of the MC voxels as well as the fusion weight \( W \) of the corresponding TSDF voxel models. Therefore, the following set \( V_{o}^{MC} \) of voxels either does not contain surface information in terms of triangles or would generate unstable triangle data:

\[
V_{o}^{MC} = \{ (I, C) \mid I = 0 \lor I = 255 \lor W < c_{w} \}
\]  

(3)

We only allocate those blocks in the MC voxel block model \( M^{MC} \) that are flagged and prune blocks that are currently not flagged. This minimizes the amount of scene data that are streamed to the exploration clients. Finally, we integrate the generated MC voxel data \( V^{MC} \) of the flagged blocks. We do not prune the TSDF voxel block model \( M^{TSDF} \) which would otherwise lead to potential artifacts, i.e. missing geometry at block boundaries, since currently empty blocks might be needed for future updates.

In contrast to the MC voxel block model, pruning the list of updated MC voxel block positions \( P^{MC} \) in the same way would introduce artifacts at the exploration client side since they may already have received a previous version of blocks that have been pruned in the meantime. To properly handle updates, we manage the update set \( P_{A}^{MC} \) containing all voxel block positions that were considered for streaming in the past. We generate the list of updated MC voxel blocks by only considering the ones which either generated triangles in the past or with the current update. Finally, after the MC voxel blocks have been integrated into the volume and the list of updated block positions has been generated, we update the set \( P_{A}^{MC} \) by inserting all currently integrated voxel block positions.

\section{Evaluation}

We tested our highly scalable telepresence system on a variety of different datasets and analyzed several aspects such as system scalability, streaming latency and visual quality. For a quantitative comparison of the proposed contributions, we considered the following variants of our system:

- **Base (B):** Our 3D reconstruction and streaming system with deactivated filtering contributions, yielding equivalent performance to SLAMCast [27].
- **Base + Depth Discontinuity Filter (B+DDF):** The base approach with an additional depth map filtering at discontinuities with \( c_{d} = 0.25, c_{d} = 0.2m \) (see Sect. 4.1).
- **Base + Voxel Block Allocation Downsampling (B+VBAD):** The base approach with an additional virtual downsampling at the voxel block allocation stage with \( c_{d} = 4 \) (see Sect. 4.2).
- **Base + MC Voxel Block Pruning (B+MCVBP):** The base approach with an additional pruning of empty MC voxel blocks at the server side with \( c_{d} = 2.0 \) (see Sect. 4.3 and Sect. 5).
- **Ours:** Our approach incorporating all filtering contributions.

The filter sizes and thresholds as described above were determined empirically using several datasets. For validation, we used different real-world datasets recorded with an ASUS Xtion Pro (lounge, copyroom) [32] and a Kinect v2 (heating_room, pool) [27] as well as synthetic data (lr kt2 with simulated noise) [7]. Throughout the experiments, we used three computers where each of them takes the role of one part of the telepresence system, i.e. 3D reconstruction process (RC), central server process (S) and exploration client (EC). All computers were equipped with an Intel Core i7-4930K CPU and 32GB RAM and a NVIDIA GTX 1080 GPU with 8GB VRAM and connected via a local network. We replaced the exploration client by a benchmark client which starts requesting voxel blocks with a fixed frame rate of 100Hz when the reconstruction process starts. Furthermore, the reconstruction process uses a fixed reconstruction speed of 30Hz matching the framerate of the used datasets. We set the voxel size to 5mm as well as the truncation region to 60mm and used hash map/set sizes of 2\(^5\) and 2\(^2\) buckets as well as GPU and CPU voxel block pool sizes of 2\(^1\) and 2\(^2\) blocks, thereby following previous work [27].

\subsection{System Scalability}

In this section, we will evaluate the scalability of our system in comparison to the baseline SLAMCast approach (see Table 1). In contrast to the following evaluations, the benchmark client discards the received data which allows for running all benchmark clients on a single computer without an overhead. Furthermore, rather than lowering the package size, we used a fixed package size of 512 voxel blocks and lower the request rate accordingly. This significantly reduced the constant overheads of kernel calls and memory copies and introduces only a minimal delay in the range of milliseconds which made it the preferred setting for handling a large number of clients. For an appropriate choice of the streaming rate, we deter-
mined the lowest package size which still allows the benchmark client to retrieve the whole model with an acceptable delay of at most one second (see supplemental material for a detailed analysis). Then, we measured the maximum number of benchmark clients that the server could handle without introducing a further delay. While the original SLAMCast system was only able to handle around 3-5 clients in general, both filters at the reconstruction side (B+DDF and B+VBAD) raised this limit to up to 10 clients. Since there is a tracking loss at the end of the copyroom sequence resulting in a slightly higher delay, a higher request rate was chosen and the scalability decreased accordingly. Although the number of MC voxel blocks is significantly lower after pruning (B+MCVBP), we observed that the general performance is similar to the depth discontinuity filter approach. Here, the TSDF voxel block model has the same size as in the base approach and is, hence, considerably larger than in the other approaches. In contrast, our full system reduces the request rate requirements to 12Hz for most scenes making it the preferred choice for this parameter. This significantly improves its scalability to more than 24 clients in all scenes which is sufficient for applications in education, entertainment or collaboration scenarios.

6.2 Latency and Streaming Progress Analysis

In addition to the scalability analysis, we also measured the streaming latency over time (see Fig. 4). Similar to the original SLAMCast approach, our system has a small delay between the reconstruction process and the server process due to the shared streaming strategy. However, our optimized server model prunes unreliable or irrelevant blocks which results in a very low latency between the server and the exploration client. We also compared the latency between the largest and smallest chosen package size, i.e. 1024 and 64 blocks/request. Here, the model size of the exploration client is close to the size of the server’s update set \( P_A \) indicating a very fast and low-latent streaming while the gap to the minimal size of the server model \( M^{MC} \) increases over time. Note that these two sizes are the bounds for the exploration client’s model size and clients which have reconnected, e.g., due to network outages, will receive a slightly more compact model closer to the lower bound. Reducing the package size from 1024 to 64 blocks significantly reduces the bandwidth requirements (see supplemental material for a detailed analysis) and leads to a slightly worse latency when the reconstruction process queues the currently visible voxel blocks for streaming.

In Fig. 5, we also compared the different system variants regarding streaming progress and latency. For a fair comparison between the approaches, the package size is chosen such that the mean bandwidths are similar, i.e., around 15Mbit/s. Here, we also considered the size of the update set \( P_A \) in addition to size of the server model \( M^{MC} \) when empty MC voxel block pruning is enabled (B+MCVBP and Ours). In these scenarios, the number of voxel blocks transmitted to the exploration client bound by these two sizes is typically close to the upper bound \( P_A^{MC} \). In comparison to the baseline, both filtering approaches at the reconstruction side (B+DDF and B+VBAD) reduce the latency significantly. Similar results can be seen when empty MC voxel blocks are pruned (B+MCVBP). Whereas all of these approaches still introduce a noticeable delay at the time steps 40s and 90-100s, our full system is capable of streaming the reconstructed model with almost no delay across the whole sequence. Additional results regarding bandwidth and streaming latency over time are provided in the supplemental material.
6.3 Visual Quality

In order to demonstrate the benefit for standalone volumetric 3D reconstruction, we also provide a qualitative comparison regarding the visual quality of the reconstructed 3D models as well as the respective runtime and memory requirements for the individual system variants (see Fig. 6). In general, all approaches generated detailed and accurate 3D models from the noisy RGB-D input data. However, without filtering, there might be some artifacts around depth discontinuities as well as in regions which have not been fully observed by the camera. These artifacts affect the overall visual experience and lead to high runtime and memory requirements. Using virtual downsampling at the voxel block allocation stage (B+VBAD), we obtain almost identical 3D models but the computational burden is significantly lower since the number of empty blocks within the model is reduced. In contrast, filtering depth samples at depth discontinuities (B+DDF) or unreliable triangle data during Marching Cubes (B+MCVBP) reduces the amount of artifacts in the aforementioned regions. Note that in standalone 3D reconstruction, voxel block pruning (B+MCVBP) mainly affects the triangulation step at the end of the capturing session which leads to results similar to the base approach regarding runtime and memory. Our full system enhances the visual quality even further and almost completely removes artifacts without sacrificing the overall model completeness. Here, we observe improvements of 10-40% and 25-60% for the runtime and memory footprint respectively depending on the scene. The objects in the lounge scene have been captured at a much smaller distance and from more angles than in the heating room scene which leads to less unreliable input data and, hence, a lower impact of our outlier filtering approach. Additional performance measurements and results are provided in the supplemental material.

6.4 Limitations

Despite the significant improvements in terms of scalability, latency and visual quality, our system still has some limitations. Since our work is based on the SLAMCast system, misalignments within the reconstruction might occur due to fast camera movement. While this problem has been addressed by loop-closure techniques [2,11], their integration into live telepresence systems is still highly challenging. Furthermore, too aggressive virtual downsampling during voxel block allocation might lead to holes in the final model when some blocks covering distant objects are always skipped and, hence, never allocated. However, this is only problematic for long-range devices whereas typical RGB-D cameras have a smaller range of up to 5 meter which is still sufficient for most scenarios.

7 Conclusion

We presented a highly scalable multi-client live telepresence system which allows immersing a large number of people into a live-captured environment. For this purpose, we used well-established systems and proposed several optimizations regarding scalability, latency, and visual quality. While our contributions are designed with the telepresence system in mind, we also show their application to standalone volumetric 3D reconstruction approaches. As demonstrated in a comprehensive evaluation, our novel system allows the immersion of more than 24 people within the same scene using consumer hardware.
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