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1 INTRODUCTION

Despite decades of active research, image segmentation remains a problem that lacks a fully automatic and generally applicable solution. This is not surprising, since the task in segmentation is to delineate meaningful image structures, and it is highly problem specific what constitutes a meaningful structure. Therefore, even though several powerful and flexible segmentation algorithms exist, they have to be customized to each individual task. This often involves a tedious and time-consuming process in which a human analyst formalizes the properties of the desired structure, develops a strategy for its automated recognition, and tunes parameters of the algorithm. Usually, this is done by iteratively modifying a piece of program code or its parameters, running it, and observing the changes in the results.

Even though it may appear natural to take a Visual Analytics approach to this problem, there exists very little work that supports this process with interactive visual techniques. The most closely related work we are aware of is Tuner [48], an interactive systems for exploring the parameter space of image segmentation algorithms in a systematic way. By keeping track of the settings for which the algorithm has already been run and predicting the segmentation quality that other settings might achieve, Tuner helps the user to identify a region in the parameter space in which the resulting segmentation has high quality and does not depend strongly on the exact parameter values.

Tuner’s strategy is agnostic to the segmentation method (“black box” approach), which has the advantage that it can be combined...
with different algorithms without requiring any changes to the system. However, it assumes that all relevant parameters are continuous quantities; that a quality measure is available to judge segmentation results, which Tuner obtains by comparing the achieved segmentation to a ground truth; that this quality depends continuously on the segmentation parameters; and that individual runs of the segmentation method are not too costly, since a large enough number of initial runs is needed to obtain a realistic impression of the parameter space on which further refinement can build.

When its assumptions are met, Tuner can greatly reduce the time spent on parameter tuning. However, we believe that if one or several of them are violated, it can be beneficial to instead take an open-box approach, in which visualization makes key elements of the segmentation method transparent to the user. In this case, the user’s decisions are not only informed by the final outcome, but also by an improved understanding of how the algorithm arrives at that result.

This paper presents such an approach. By the nature of an open-box system, it has to specialize to one specific segmentation method. In this work, we select spectral clustering [51], which has proven powerful to segment not only images, but also graphs that describe more abstract data. This is particularly useful in our example application, three-dimensional medical image analysis, since in this context, segmentation is often not performed directly on the individual voxels, but on higher-level geometrical features, such as isosurfaces [24, 43] or creases [11], which are most commonly represented as triangle meshes or point clouds [22].

The remainder of this paper is organized as follows: After reviewing related work (Section 2), we introduce interactive tools for pre-filtering the given data and building a graph on it (Section 3). We then explain spectral graph cuts and their open-box use (Section 4), and present tools for labeling the final clusters and transferring results to similar data (Section 5). After touching upon implementation issues (Section 6), we present three case studies in which our system has been applied successfully to different image analysis tasks (Section 7). After discussing the lessons we learned from building the system and the case studies (Section 8), we conclude (Section 9).

2 RELATED WORK

Our goal differs from semi-automated segmentation [4] or systems for editing segmentation results [41] as they are implemented in Amira (www.amira.com) or MeVisLab (www.mevislab.de). Those methods allow the user to steer or modify each individual result, while we want to help establish segmentation protocols that can consequently be run automatically or point clouds [22].

Previous open-box approaches have provided insight into how Bayesian classifiers [38], neural networks [49], and support vector machines [19, 7] solve specific problems. However, relatively few works exist that try to make the reasoning within machine learning systems understandable to the user, even though this has been highlighted as an important challenge for future visualization systems [25].

To our knowledge, our system is the first open-box approach to spectral clustering [51], which represents the data as a graph and finds a graph cut by using the spectrum (eigenvalues and -vectors) of the graph Laplacian. When applied to classical image segmentation, this technique is often referred to as “spectral segmentation” [27]; therefore, we use both terms interchangeably in this paper. However, spectral clustering should not be confused with image segmentation based on combinatorial min-cuts [6]. Even though that method also uses graph cuts, its objective function and optimization algorithm differ too fundamentally to be unified into the same open-box system.

In this sense, combinatorial min-cuts are one example of a wider range of competing image segmentation algorithms [34] for which open-box variants could be created. For our current work, we selected spectral clustering because it is widely used in medical image analysis, because it allows us to deal with voxel grids, triangle meshes and point sets in a unified manner, and because we believe that showing how its high-dimensional feature space relates to the three-dimensional data domain poses an interesting visualization problem. Even though previous work has mapped three-dimensional streamlines into abstract feature spaces, those were only two- or three-dimensional [8, 21, 40], making them much easier to visualize.

Some of our application examples apply spectral clustering to mesh segmentation. Previous work on this topic [23] has not discussed visual interaction techniques to understand and control the segmentation, nor did it study how parameter settings generalize to similar meshes, or provide any mechanism for transferable labeling.

Our system offers a variant of visual programming, which is, in different forms, implemented in most modern visualization systems, including ParaView (www.paraview.org), SCIRun (www.scirun.org), and VisTrails (www.vistrails.org). Some of them also offer mechanisms for keeping track of user actions, as our system does. However, none of them implement open-box clustering in the sense of our work.

While several other systems support interactive data clustering, including Weka [18], gCLUTO [37], and a recent method for exploring clusters in a large set of subspaces [47], none of them have specific support for spatial 3D data or for spectral clustering.

3 DATA REPRESENTATION AND PRE-FILTERING

3.1 Graphs as a Unified Data Representation

We make our system general with respect to the representation of the structures that are to be segmented (as point sets, meshes, or grids) by using a graph $G = (V, E)$ as a unified representation. Its vertices $V$ are points in 3D space, i.e., the mesh vertices, particle positions, or voxel positions. These points can have data attributes, such as scalars (e.g., salience of a ridge), vectors (e.g., surface normal), or tensors (e.g., surface curvature).

Each feature type comes with an initial set of edges. This is obvious for the edges of a surface mesh; when data is given on a voxel grid, we introduce edges for all face-connected neighbors. Finally, the particles from [22] have a potential well to control the inter-particle distance, and it is natural to connect points that are located in each others’ potential wells with an edge.

The output of our method is a partitioning of the graph vertices into disjoint classes, and a textual label of each class that describes its anatomical meaning (e.g., “frontal lobe”). Our framework also allows the user to discard features without anatomical relevance, which can be interpreted as assigning them to an “outlier” class.

3.2 Building and Manipulating the Graph

The segmentation is based on a similarity $S(p_i, p_j) \in [0, 1]$ between any two adjacent points $p_i$ and $p_j$, which is encoded as an edge weight in the graph, and derived from a distance $D(p_i, p_j)$ through

$$S(p_i, p_j) = e^{-\ln(2) \frac{(D(p_i, p_j))^2}{\sigma^2}}, \tag{1}$$

where we include a factor $\ln(2)$ such that the parameter $\sigma$ marks the boundary between “similar” ($D < \sigma \Rightarrow S > 0.5$) and “dissimilar” ($D > \sigma \Rightarrow S < 0.5$).

The distance $D$ is selected by the user in four steps: First, the attribute from which it should be derived is chosen (e.g., the surface curvature tensor). Second, a choice of distance measures that can be applied to this data type is offered (e.g., the Frobenius norm). Third, the parameter $\sigma$ is chosen; to suggest a useful default value, our system automatically computes and displays the root mean square of the chosen distance over all edges of the graph. Finally, different similarities $S_k$, which can be based on different attributes and data types, can be combined into an overall edge weight $w_{ij}$ through multiplication:

$$w_{ij} = \prod_k S_k(p_i, p_j). \tag{2}$$

This amounts to adding the corresponding scaled squared distances $D^2_k(p_i, p_j)/\sigma_k^2$ and is quite common in clustering, most frequently to combine data-based with spatial distances [44, 52].

To guide the interactive definition of edge weights, we use kernel density estimation [39] to plot their distribution. An ideal cluster structure is reflected by a clear peak around $S = 1$ (edges within clusters)
and another, often smaller peak around $S = 0$ (edges between clusters). If desired, brushing this plot allows the user to remove edges with a low weight from the graph.

If a disconnected 3D point set is given, or if the initial graph is inappropriate for segmentation, we provide two options for constructing alternative graphs: An $\varepsilon$ neighborhood graph connects two points if their distance is smaller than some user-defined radius $\varepsilon$. A $k$ nearest neighbor graph connects two points if at least one of them is among the $k$ most similar vertices of the other, where $k$ is again given by the user. In our current implementation, the $\varepsilon$ neighborhood graph is computed based on spatial distances, whereas the $k$ nearest neighbor graph takes into account the custom weights $w_{ij}$ which may combine spatial distances with ones based on more abstract attributes. The user can always revert to working with the original graph.

### 3.3 The Selection Widget

We have designed a specific widget that can be used to select points or connected components that should be filtered, and components that need further segmentation or should receive their final label.

Points are selected according to some associated quantity that can be chosen by the user. It can be a scalar data attribute of the point $p_i$, a measure derived from a vector or tensor attribute (such as the trace of the curvature tensor), or its vertex degree $d_i$, which is defined as the sum of all incident edge weights,

$$d_i = \sum_{j=1}^{V} w_{ij}. \quad (3)$$

The selection widget uses a density plot to show the distribution of the chosen quantity. For example, in Figure 2 (a/c), low vertex degree is used to brush and remove noise-related outliers in a particle system that samples ridge surfaces in a chest CT scan, with the goal of segmenting the fissures that separate the lung lobes. Since the particles are a point-based representation, we visualize them using superquadric glyphs [42] of their local covariance tensors to evoke a visual impression of the desired surface, colored red in Figure 2 (b).

The selection in Figure 2 (c) has been made by clicking and dragging on the plot; starting or ending outside the plot defines a half-open interval. Alternatively, the single largest or smallest item can be selected, which is particularly useful when selecting connected components for filtering, clustering, or labeling, as in Figure 2 (d). Scalar attributes of connected components available for selection include vertex and edge numbers, as well as coordinates of the components’ centroids and bounding boxes, and invariants of their covariance matrices.

### 4 Open-Box Spectral Graph Cuts

Given a connected component $(V, E)$ of the weighted graph from the previous section, spectral clustering partitions the vertices $V$ into disjoint classes such that edges within a class have high weights, whereas edges between classes have low weights. This captures meaningful structure in the data by grouping together similar points, where an application-specific notion of similarity is encoded in the user’s choice of edge weights.

#### 4.1 A Brief Introduction to Spectral Clustering

We give a brief introduction to spectral clustering to make this paper self-contained. The interested reader is referred to [51, 13] for a more detailed discussion.

If $|V|$ is the number of vertices, the graph can be represented as a symmetric $|V| \times |V|$ adjacency matrix $W$, whose entries $w_{ij}$ equal the edge weights defined in Equation (2). Moreover, the degree matrix $D$ is the diagonal matrix with elements $d_i$ from Equation (3). From these matrices and the identity $I$, the unnormalized graph Laplacian $L$ and the normalized graph Laplacian $\tilde{L}$ are defined as

$$\tilde{L} = D^{-1/2}LD^{-1/2} \quad \text{and} \quad L = D - W. \quad (4)$$

The set of edges between two vertex classes $V_1$ and $V_2$ is called a “cut”, and the sum of their weights is denoted by $\text{cut}(V_1, V_2)$. The basic idea of spectral clustering is to use the spectrum (i.e., the eigenvectors and eigenvalues) of $\tilde{L}$ or $L$ to find a cut that separates the graph $G$ into $k$ subgraphs, thus arriving at $k$ clusters.

The unnormalized Laplacian has been used in the context of graph partitioning for almost 40 years [10, 12]. For the bisection of $V$ into $V_1$ and $V_2$, Hagen and Kahng [17] have shown that the unnormalized Laplacian is related to the

$$\text{RatioCut} = \frac{\text{cut}(V_1, V_2)}{|V_1|} + \frac{\text{cut}(V_1, V_2)}{|V_2|}. \quad (5)$$

In contrast to the minimum cut, which bisects a graph by removing a set of edges with minimum weight and frequently cuts off a single vertex or a very small part of the graph, RatioCut encourages more balanced cuts. Unfortunately, it is NP hard to find the partition $(V_1, V_2)$ with the optimal RatioCut. The eigenvector corresponding to the second smallest eigenvalue of $L$ can be used to compute an approximate solution, in which real numbers replace binary cluster labels, and subsequent thresholding is used to obtain a hard assignment to $V_1$ or $V_2$.

Alternatively, Shi and Malik [44] propose the normalized cut criterion,

$$\text{NCut} = \frac{\text{cut}(V_1, V_2)}{\text{vol}(V_1)} + \frac{\text{cut}(V_1, V_2)}{\text{vol}(V_2)}. \quad (6)$$

where the volume $\text{vol}(V)$ is defined as the sum of the vertex degrees $d_i$ within $V$. An approximate version of NCut is computed in a similar manner as RatioCut, with the normalized Laplacian $\tilde{L}$ taking the place of its unnormalized counterpart.
Both RatioCut and NCut encourage dissimilar data to be placed in different clusters, and if all vertices have the same degree $d$, both criteria lead to the same optimizer $(V_1, V_2)$. When the two differ, RatioCut tries to balance the cut in terms of vertex numbers, while NCut puts more emphasis on within-cluster similarity. Even though this makes NCut superior for many practical tasks, the decision is ultimately task-dependent, and our framework offers both options.

Weighted kernel $k$-means provides a different algorithmic approach to optimizing the objective functions presented above [3, 13]. This alternative is faster, since it does not require eigenvector computation, but it is sensitive to its initialization and it is more prone to local optima, which has been addressed by a multilevel implementation [9]. In our work, we make use of the more traditional spectral approach, since the feature space in kernel-based methods is implicit and often infinite-dimensional, which makes it less suitable for visualization within an open-box framework.

### 4.2 Treating Multiple Clusters

In its simplest form, spectral clustering uses the second smallest eigenvector of the graph Laplacian to partition a graph into two pieces. There exist two common strategies to find more than two clusters. The hierarchical approach applies the same kind of bisection to the clusters obtained in the previous step, until some stopping criterion is reached. It is a drawback of this approach that it does not naturally handle cases in which the Laplacian has repeated eigenvalues, so that the second smallest eigenvector is part of a higher-dimensional eigenspace.

An alternative approach is to use a naïve clustering technique such as $k$-means to look for clusters in the so-called spectral embedding: Each of the $|V|$ coefficients in the eigenvectors of $L$ corresponds to one of the graph vertices, and the spectral embedding of a vertex is the $d$-dimensional point whose coordinates are the corresponding coefficients of the smallest $d$ eigenvectors. This abstract feature space enhances the cluster structure in the data, which makes it possible to identify the clusters with a simple clustering technique such as $k$-means, even if that technique is insufficient when applied to the original data [27, 29].

As an alternative to the spectral embedding, we also offer a variant of the commute time embedding. The commute time between two vertices $v_1$ and $v_2$ is defined as the expected time a random walker needs to travel from $v_1$ to $v_2$ and back, where transition probabilities account for the edge weights. The commute time is lowest if there are several efficient paths between $v_1$ and $v_2$, so it encourages clustering together nodes that are strongly connected in more than one way.

The commute time embedding uses the Laplacian spectrum of a graph $G = (V, E)$ to assign to each vertex a position in $\mathbb{R}^{|V|}$ such that Euclidean distances in $\mathbb{R}^{|V|}$ equal the commute time [36]. Even though computing the exact commute time requires all eigenvectors, their significance decreases with increasing associated eigenvalues. Since computing all eigenvectors is impractical when $|V|$ is large, we only compute the $d$ most significant coordinates, associated with the $d$ smallest eigenvalues of the Laplacian.

Even though all three embeddings can be justified theoretically, it is difficult to predict which of them will work best in a given application, which feature space dimension $d$ to choose, and whether or not a hierarchical clustering strategy outperforms simple $k$-means on the spectral embedding. Our system encourages interactive exploration of these alternatives by visualizing the resulting feature spaces.

### 4.3 Visualizing the Spectrum

If there are $k$ well-defined clusters in the data, spectral graph theory predicts a gap between the $k$th smallest and the $k+1$st smallest eigenvalue of $L$. Plotting the leading $n > k$ eigenvalues allows identification of this spectral gap. In Figure 3 (c), the fact that the gap between the third and the fourth eigenvalue is much larger than between the second and the third one suggests that for the lung fissures, three is a reasonable number of clusters. The first eigenvalue is omitted from the plot, since it is always 0, by definition of $L$.

Clicking on an eigenvalue plots the coefficients of the corresponding eigenvector, sorted by their signed values, as shown in Figure 3 (d).

In spectral clustering, each eigenvector coefficient corresponds to one of the clustered points. In order to better convey this correspondence, we color code the coefficients in the 3D view, as shown in Figure 3 (b). This reveals that in our example, the two increasing and the central, almost constant part of the line plot correspond to the three segments of the fissure. Figure 3 (a) shows the coloring that would result from clicking on the second eigenvalue, whose eigenvector separates the horizontal part of the fissure from the diagonally descending part.

Many spectral clustering approaches threshold eigenvector coefficients to partition the points into two classes. The dashed line in the eigenvector plot indicates zero, which is a commonly used threshold [44]. As an additional feature which is not shown in the Figure, we allow the user to explore the effect of different thresholds by clicking on the eigenvector plot. In addition to the color coding, this interaction can help decide which eigenvectors to use for the final clustering.

### 4.4 Visualizing the Clustering

Once the dimensionality of the embedding has been decided, $k$-means is applied to the embedded points to obtain the final clustering. In order to work around potential suboptima [31], this step is repeated several times, each time selecting the seeds uniformly at random, and retaining the result that produced the minimum mean squared distance between points and their cluster center.

In the 3D view, the clustering is shown by pseudocolors, Figure 4 (a). As a visual way of checking that the embedding has led to a clear cluster structure and that $k$-means has captured it, the side panel shows a scatterplot of the points in the spectral embedding (b). In this simple example, the feature space is two dimensional, so it is shown fully in the plot. In more realistic scenarios, the spectral embedding has more than two dimensions. In that case, we offer a “grand tour”
available criterion. Alternatively, criteria can also be browsed and se-
lected. Even though implemented differently, this is somewhat sim-
ilar to how 3D widgets are used in other systems. We therefore sup-
port both techniques. As a workflow evolved [45], our priority is to keep the rule files concise
and fast to apply. Therefore, recording of exploratory user actions is
done as early as possible—this also allows the user to rapidly explore
the space of available rules. In order to make it easy to edit and to process with other software, they are stored
in XML format. Examples can be seen in the supplementary material,
where the rule files for all experiments from Section 7 are provided to
guarantee reproducibility of our results.

Rule files consist of three sections: “InputData” describes the types
and names of data attributes that were present; rules can only be trans-
ferrred to data sets that provide the same attributes. “Labels” lists all
textual labels that were used to describe semantic structures in the data,
and the color codes that were assigned to them. Finally, “Rules” is the
complete list of actions that have been taken to achieve the final la-
beling, including all parameters. This includes filtering by attributes
or vertex degree, changing the graph type, weighting and removing
edges, clustering, and filtering or labeling connected components.

Unlike VisTrails, which aims to keep all user actions for each point, and accumulate their contribu-
tions, using OpenGL’s point sprites extension. The correspondence
between points in the abstract feature space and in the 3D view is clar-
ified by using the same color for corresponding points. As an ad-
ditional interaction technique, we allow the user to directly probe the correspondance by brushing the scatterplot. Such brushing has created
the gray region in Figure 4, marked by an arrow in (b). It links the two
views in an intuitive manner.

5 TRANSFERRING USER ACTIONS TO SIMILAR DATA

5.1 Rule Files
Since it is our goal to help the analyst develop segmentation strategies that can be successfully transferred to similar data, our system keeps track of all user actions in a so-called rule file. Rule files record all
user interactions that are relevant to the final result. In order to make
them easy to edit and to process with other software, they are stored
in XML format. Examples can be seen in the supplementary material,
where the rule files for all experiments from Section 7 are provided to
guarantee reproducibility of our results.

Rule files consist of three sections: “InputData” describes the types
and names of data attributes that were present; rules can only be trans-
ferrred to data sets that provide the same attributes. “Labels” lists all
textual labels that were used to describe semantic structures in the data,
and the color codes that were assigned to them. Finally, “Rules” is the
complete list of actions that have been taken to achieve the final la-
beling, including all parameters. This includes filtering by attributes
or vertex degree, changing the graph type, weighting and removing
edges, clustering, and filtering or labeling connected components.

Unlike VisTrails, which aims to keep all user actions for each point, and accumulate their contribu-
tions, using OpenGL’s point sprites extension. The correspondence
between points in the abstract feature space and in the 3D view is clar-
ified by using the same color for corresponding points. As an ad-
ditional interaction technique, we allow the user to directly probe the correspondance by brushing the scatterplot. Such brushing has created
the gray region in Figure 4, marked by an arrow in (b). It links the two
views in an intuitive manner.

The number of data points in most realistic scenarios is so large that
it would clutter a traditional scatterplot. Therefore, we instead split
small Gaussian kernels for each point, and accumulate their contribu-
tions, using OpenGL’s point sprites extension. The correspondence
between points in the abstract feature space and in the 3D view is clar-
ified by using the same color for corresponding points. As an ad-
ditional interaction technique, we allow the user to directly probe the correspondance by brushing the scatterplot. Such brushing has created
the gray region in Figure 4, marked by an arrow in (b). It links the two
views in an intuitive manner.

5.2 Proposing Selection Rules
The most intuitive way to select components for labeling, filtering, or
hierarchical subdivision is by clicking on them in the 3D view. Un-
fortunately, it is not clear how this type of user interaction should be transferred to other datasets. Therefore, our system provides a mech-
anism for proposing formal selection rules based on an intuitive 3D
detection. Even though implemented differently, this is somewhat sim-
ilar in spirit to a system by Fuchs et al. [15], which searches for simple,
human understandable rules that result in a spatial selection similar to
the one made by the user.

Criteria that can be used for automated selection consist of an at-
tribute (such as cluster size, shape, or spatial position) and a property
of that attribute (such as a specific coordinate of the position). Our mech-
nanism for proposing rules works by assigning a score to each available criterion. Alternatively, criteria can also be browsed and se-
lected manually using drop-down boxes and the density plot that are
visible in the right panel of Figure 1 (a).

Scoring is based on the insight that if a given component \(i\) is very
dissimilar from all other components with respect to some criterion \(c\)
(e.g., much larger than all others), that criterion is likely to be well-
suited for reliable selection. Therefore, we define the score as
\[
x_i(c) := c_{\max} - c_{\min} \left( \frac{1}{d_i(c)} + \frac{1}{d_{\min}(c)} \right),
\]

where lower values of \(s\) indicate more reliable criteria. \(c_{\max}\) and \(c_{\min}\)
denote the largest and smallest value of \(c\) over all components, and are
used to normalize all scores to a common scale. \(d_i(c)\) and \(d_{\min}(c)\) are the distances of component \(i\) to the nearest larger or smaller compo-

nent with respect to criterion \(c\), respectively. If no such nearest com-
ponent exists because \(i\) attains the minimum or maximum value of \(c\),
the inverse of the respective distance \(d_i(c)\) or \(d_{\min}(c)\) is taken to be zero;
if another component exists with the same value of \(c\), that criterion is ex-
cluded (formally, \(s\) is set to infinity).

All computed scores are sorted and the five best criteria according to
this ranking are presented for selection by the user. Involving a human
is useful because in many cases, several criteria rank similarly, and
the human expert often has additional insight on which of them can
be expected to generalize best to new data (e.g., if spatial coordinates
can be relied on, or if orientation with respect to the given coordinate
system is arbitrary in the given application).

Often, the desired component is the smallest or largest one with re-
spect to the selected criterion. In this case, our system will simply look
for the smallest or largest component with respect to the same criterion
in order to make an analogous selection in new data. Otherwise, the
system will look for the component whose value is closest to the one
from the example dataset based on which the rule file was generated.

6 IMPLEMENTATION AND PERFORMANCE

6.1 General Design of our System
Figure 1 (a) shows the basic layout of our user interface. A toolbar at
the bottom leads the user through the subsequent steps of loading and
filtering the data, modifying its representation as a graph, clustering,
and labeling the resulting regions. Finally, it allows inspecting the rule
file, saving it to disk, and applying it to different data sets. Each tab in the toolbar reveals a different set of two-dimensional data views in the
right pane. Linking and brushing connect them to the 3D data, which
is visible at all times.

The system has been built using C++ with QT (qt.nokia.com) for
the graphical user interface, OpenGL for 3D graphics, and Teem
tools.sf.net) for isosurface extraction, its implementation of particle
systems [22], and generation of tensor glyphs. Efficiently computing
the \(n\) smallest eigenvectors of large sparse matrices is made possible
by so-called Krylov subspace methods [46], whose implementation in
SLEPc (www.mcs.anl.gov/slepc) [20] we use.

While we could use the XML support built into QT, several widgets,
including the selection widget from Section 3.3, the plotting widgets
in Figure 3, and the brushable grand tour widget from Section 4.4,
have been implemented from scratch and specifically for this project.

6.2 Computational Performance
The presented experiments were done on a standard workstation
(2.7 GHz, 8 GB of RAM), and most operations happened at interactive
frame rates. Exceptions were construction of the 20 nearest neighbor
graph for the putamen (Section 7.3, around 8,000 vertices, 105,000
edges), which requires computation of all pairwise distances and took
around 4 sec. For this example, eigenvector computation was still in-
teractive (0.2 sec). However, computing 10 eigenvectors for the brain
mesh (Section 7.2, around 23,000 vertices, 68,000 edges) took 6 sec,
and 5 eigenvectors for the lung meshes (Section 7.1, around 60,000
vertices, 175,000 edges) took 50 sec. In order to handle even larger
problem sizes within an acceptable time, we plan to employ strategies
such as approximating eigenvectors based on a randomly chosen sub-
sampling [14] or pre-grouping [53] in future versions of our system.

Since eigenvector computation for most non-trivial clustering tasks is
non-interactive, we provide types of visual feedback for many set-
tings that do not require this computation; an example are density plots
of the defined distance measure, which can be brushed to identify re-
geons of low edge weights in the 3D view, where the clustering is more
likely to place boundaries. On the other hand, once the embedding has
been computed, we provide an interface for changing parameters such as
the cluster number without requiring its recomputation each time,
which would be unavoidable if we treated the whole clustering algo-
rithm as a monolithic black box.
In chest CT, the bronchial tree and the outer surface of the lungs are given by a single isosurface. As an initial task, we tried to differentiate and label those surface parts, so that the outer lung surface can be rendered semi-transparently and the bronchial tree is revealed.

Starting with the first subject, we quickly obtained a useful spectral segmentation by using edge weights that depend on the $\ell_2$ differences in surface normals. As shown in the upper row of Figure 5, trying different embeddings led to subtle differences in the segmentation, mostly around the point at which the bronchial tree enters the lungs. The fact that these differences are small makes it difficult to decide on a particular type of graph based on the final segmentation result alone. Therefore, we instead selected the embedding by exploring the corresponding up to five-dimensional feature spaces with our brushable grand tour widget.

The results are shown in the bottom row of Figure 5. In all cases, the overall structure of the surface, which consists of trachea (marked by a T), bronchial tree (white) and left/right lung surface (yellow/blue), is clearly reflected in the spectral embedding. The embeddings corresponding to the approximated RatioCut and NCut are quite similar; the commute time embedding more clearly separates individual branches of the bronchial tree. Watching the grand tour animations suggested that the desired structures are separated most clearly in the commute time embedding. After segmentation, clicking on the lung surfaces and using the selection rules proposed by our system made it straightforward to label the right (blue) and left (yellow) lung. A single label ("airway"; gray) was assigned to all remaining classes.

We applied the resulting rule file to the scans of nine other patients. Figure 6 faithfully reflects the potential and limitations of our system by presenting the results on all of them. A useful segmentation is achieved in almost all cases. In general, we should not expect that it will be possible to develop a segmentation strategy based on a single example that will be fully reliable even under large anatomical variations and pathology, like they are found in this patient database. Rather, it will be unavoidable to base the development of more general and robust methods on more than a single example. In this context, the rule files generated by our system can help to build a ground truth database by including the examples (such as subjects A, D, E, F, and H) in which the transfer was fully satisfactory, and to identify cases (such as subject G) in which segmentation is most challenging.

### 7 CASE STUDIES

#### 7.1 Recognizing Airways in Chest CT

In chest CT, the bronchial tree and the outer surface of the lungs are given by a single isosurface. As an initial task, we tried to differentiate and label those surface parts, so that the outer lung surface can be rendered semi-transparently and the bronchial tree is revealed.

Starting with the first subject, we quickly obtained a useful spectral segmentation by using edge weights that depend on the $\ell_2$ differences in surface normals. As shown in the upper row of Figure 5, trying different embeddings led to subtle differences in the segmentation, mostly around the point at which the bronchial tree enters the lungs. The fact that these differences are small makes it difficult to decide on a particular type of graph based on the final segmentation result alone. Therefore, we instead selected the embedding by exploring the corresponding up to five-dimensional feature spaces with our brushable grand tour widget.

The results are shown in the bottom row of Figure 5. In all cases, the overall structure of the surface, which consists of trachea (marked by a T), bronchial tree (white) and left/right lung surface (yellow/blue), is clearly reflected in the spectral embedding. The embeddings corresponding to the approximated RatioCut and NCut are quite similar; the commute time embedding more clearly separates individual branches of the bronchial tree. Watching the grand tour animations suggested that the desired structures are separated most clearly in the commute time embedding. After segmentation, clicking on the lung surfaces and using the selection rules proposed by our system made it straightforward to label the right (blue) and left (yellow) lung. A single label ("airway"; gray) was assigned to all remaining classes.

We applied the resulting rule file to the scans of nine other patients. Figure 6 faithfully reflects the potential and limitations of our system by presenting the results on all of them. A useful segmentation is achieved in almost all cases. In general, we should not expect that it will be possible to develop a segmentation strategy based on a single example that will be fully reliable even under large anatomical variations and pathology, like they are found in this patient database. Rather, it will be unavoidable to base the development of more general and robust methods on more than a single example. In this context, the rule files generated by our system can help to build a ground truth database by including the examples (such as subjects A, D, E, F, and H) in which the transfer was fully satisfactory, and to identify cases (such as subject G) in which segmentation is most challenging.

### 7.2 Recognizing Lobes of the Brain

For a second case study, we extracted the white matter outline as an isosurface from the output of a tissue segmentation algorithm that combines information from coregistered structural T1, T2 and PD MR images [26]. Our goal was to segment this white matter outline, and to assign its regions to the five different lobes of the brain, as shown in Figure 1.

Even though the lobes are named after the bones that surround them, their overall structure can be recovered from the sulci of the cortex, which is reflected in the white matter. Therefore, we defined edge weights that penalize large positive mean curvature; since the isosurface normals point into the brain, this corresponds to the valleys of the surface when viewed from outside.

In this task, we found it impossible to achieve a satisfactory segmentation in a single step, despite experimenting with different clustering parameters. Therefore, we let the system guide us towards a hierarchical approach: Using the tools from Section 4.3 to inspect the Laplacian spectrum initially suggested the presence of five clusters; however, they did not yet correspond to the five desired lobes, but rather contained an oversegmentation of the frontal lobe (red in Figure 1) into two parts, which were easily joined back together by assigning the same label. At this time, the brainstem (orange) and temporal lobe (blue) remained a single region, which was easily separated into the desired parts in a hierarchical second clustering step. Again, the commute time embedding turned out to be the most reliable choice for segmentation. The mechanism from Section 5.2 made it very easy to find rules that select regions for labeling or further subdivision.

We confirmed that the rules we found in this semiautomated manner can be successfully transferred to ten other subjects, which are shown in Figure 1 (b). Again, we show the data from all subjects that were included in our experiment, to provide a realistic impression of how well our system performs. Consulting a neurologist confirmed that the overall assignment is correct, even though the exact boundaries between the regions are displaced in some cases, especially the temporal lobe in Subject H.
Subject from Site A

Subject from Site B

Fig. 7. Good agreement is found between the putamen segmentations achieved for two different subjects, measured and preprocessed at two independent sites. However, the spectral embedding suggests that the clusters are not sharply separated.

7.3 Recognizing Subgroups of the Putamen

In our first two case studies, we transferred segmentation parameters to similar data from the same site. Often, reproducing results across sites is even more challenging, especially in diffusion tensor imaging (DTI) [32]. In a third case study, we attempt such a transfer across sites. The specific task is to use information from DTI to segment gray matter structures, which appear homogeneously in standard MRI. The feasibility of such segmentations was first presented on the thalamus [52]; our experiment will focus on the putamen, a gray matter structure that is part of the basal ganglia [1].

The DTI data is given on a voxel grid, and we only consider voxels within a putamen mask provided by our collaborators. In our analysis, we first used the selection widget from Section 3.3 to filter out voxels with large mean diffusivity or large fractional anisotropy [5], which indicate significant partial voluming with structures outside the putamen (i.e., cerebrospinal fluid or white matter).

In our experiments, we found that adding edges only for face-connected voxel neighbors resulted in an undesirably strong spatial regularization of the final segmentation. Therefore, we used the graph manipulation described in Section 3.2 to define a 20 nearest neighbor graph, based on the Frobenius norm of the tensor deviatoric as the distance measure. Adding a very slight spatial component to the distance (σ = 15 mm) did not change the overall structure of the segmentation, but reduced the number of isolated voxels that would otherwise clutter the visualization. In accordance with the results of Anwander et al. [1], the spectrum of the normalized graph Laplacian L suggested the presence of three clusters, which were extracted in a single step based on the two-dimensional spectral embedding induced by L. This corresponds to the normalized cut criterion in Eq. (6); the two other embeddings produced very similar results.

Figure 7 shows the result, and confirms that the same rule file could be applied to analyze the putamen in the opposite hemisphere, as well as in a diffusion tensor dataset from another subject, acquired at a different site with a different measurement setup, a different spatial resolution, a different preprocessing pipeline, and a different way of defining the putamen mask [33]. To convey a better spatial impression, clusters are visualized as smoothed [50] isosurfaces after rasterizing the labels into a 3D grid.

In both cases, a qualitatively similar segmentation is obtained. This is already a remarkable result, since the only previous work that has presented a DTI-based segmentation of the putamen performed a group average segmentation of 14 subjects [1], and did not attempt segmentation in individuals. Our result supports the finding that DTI data can be used to segment the putamen into three parts. However, the spectral embedding, shown in the bottom row of Figure 7, suggests that the exact boundaries between the regions are somewhat arbitrary, since the data does not exhibit clearly separated clusters.

We also obtained quantitative results by evaluating the robustness of our labelings with respect to small inaccuracies in the putamen mask. For this, we applied morphological dilation to enlarge the mask by one voxel along its boundary, and applied the same rule file to the modified input. An algorithm that handles this perturbation well will create a new labeling that is very similar to the original one. Table 1 shows that in this regard, our method performs much better than the one that was previously used for the same task [1].

The dice index which is reported for all three regions is defined as dice = 2|X ∩ Y|/(|X| + |Y|), where X is the set of voxels assigned to the respective region originally, and Y is the set of voxels assigned to it after the perturbation. For this comparison, the result on the enlarged mask has been restricted to the original (smaller) mask. The correct labeling of the regions as “anterior” (red), “central” (blue) and “posterior” (yellow) has been transferred automatically from the training example by our method, whereas it had to be assigned manually when using the previous method.

8 Discussion

It is widely accepted that no single clustering or image segmentation algorithm works well in all scenarios [16]. Even after decades of research, adapting such methods to specific application problems remains a process of trying out different strategies and parameter values. Our system does not attempt to change this fact. Rather, it implements a multitude of strategies that support and guide the user in this trial-and-error process. Examples of such guidance are plots of distributions and display of summary statistics when defining distance measures and graphs, computation of sensible default values whenever possible, brushing of affected data points when defining rules for filtering, tools for exploring the spectral embedding, and proposal of reproducible selection rules based on clicks in the 3D view.

At the current stage, it is not our main goal to design a graphical user interface that would allow domain experts without a strong technical or theoretical background to use spectral clustering. Rather, our current interface caters to experts who are used to performing very similar adjustments by repeatedly running a segmentation algorithm and observing the changes in the results. We have previously worked with spectral clustering and other segmentation methods in this more traditional way ourselves, and found that our interactive system greatly reduces the time required to achieve an initial usable result, and encourages further exploration. Even though the guidance provided by our system is valuable, it pre-supposes a basic understanding of how the individual steps in spectral clustering work and what the relevant parameters mean.

8.1 Lessons Learned from the Case Studies

The main challenge in turning spectral clustering into an open-box tool was to visualize the potentially high-dimensional spectral feature space and to link it back to the original three-dimensional data. Showing density-based scatter plots of the spectral feature space and, if needed, creating a continuous series of projections using the grand tour [2], proved very helpful to inspect the two- to five-dimensional feature spaces from the chest CT and the putamen DTI case studies. There was a clear correspondence between salient features in the spectral space and meaningful spatial structures, and the exact relationship was easily established using the brushing offered by our system. Viewing the spectral embedding clarifies how well the clusters are separated in feature space. This is helpful to decide on
the type of embedding that is best suited for a given problem, since it predicts how likely we are to achieve a similar segmentation on data from a different subject. Such a prediction is much more difficult to make based on the segmentation result alone.

In the fifteen-dimensional feature space that we used for brain lobe segmentation, the plots provided by the grand tour became less informative. In this case, viewing plots of the individual eigenvectors, and color mapping their coefficients in the 3D view, provided a more useful way to explore the embedding, and successfully guided us towards a hierarchical clustering strategy that was not obvious from looking at the three-dimensional data alone.

In all case studies, we made extensive use of the mechanism for proposing selection rules from interactive 3D selections, as described in Section 5.2. In all experiments, one of the top five candidates quickly stood out as resulting in a good selection rule. Our initial choice always generalized well to new data and did not have to be revised to achieve the presented results.

8.2 Relationship to “Programming With Example”

The rule file which is generated by our system can be regarded as a computer program in a high-level language specialized to performing filtering, clustering, and labeling of three-dimensional data. Even though this file is easily modified in any text editor, it is not originally generated by typing text. Rather, it is an automatic record of the interactions with a graphical user interface.

In this sense, our system follows the paradigm of “programming with example”, in which the user demonstrates to the computer how to solve a given problem by working through a specific example in a manual or semiautomated manner. According to Myers’ taxonomy [28], “programming with example” means that in order to solve a new problem, the computer will exactly follow the steps taken by the user in the demonstration. Since developing segmentation methods that work reliably under strong anatomical variation and pathology requires working with more than a single example, a useful future extension of our system would be towards “programming by example”, where machine learning techniques are used to automatically infer a more general program from observing the user strategy on several examples. However, the results from our case study show that the rule files generated by our system are already useful in their current form.

8.3 Informal Expert Feedback

We gave live demonstrations of our system and received informal feedback from a PhD student in computer science with profound knowledge in graph embeddings, and from a neurologist at the university hospital. The student emphasized that recent theoretical progress on clustering did not remove the need to experiment with different methods and parameters in practical applications, as it is facilitated by our framework. He had not been familiar with the grand tour [2] and found our framework very useful to explore high-dimensional graph embeddings. He suggested several additional features, some of which are part of our current version.

The neurologist was impressed by the ability to transfer the manually assigned labels from an example dataset to other data, and expressed the hope that such a system might alleviate the burden of repetitive manual image processing that is still part of image-based clinical studies. He found it interesting to interactively try different methods for DTI-based clustering of gray matter structures, and the visualizations of the spectral embedding were helpful in discussing their respective potential and limitations.

9 Conclusion

Similar to natural language analysis [30], image analysis is a problem that, in the foreseeable future, will continue to benefit from closely integrating automated methods with feedback from human experts. Despite this, we found very little work on this problem in the Visual Analytics literature.

The most closely related previous works [48, 35] have proposed black-box approaches; the results achieved with our novel system suggest that an open-box approach, which makes the impact of user choices on internal key elements of the algorithm transparent, is a worthwhile alternative with the following advantages:

1. In many cases, open-box approaches can provide useful visual feedback without having to compute a final segmentation. For example, plotting histograms of distance measures provides an immediate impression of what range of parameter values is sensible, which reduces the number of times the potentially quite time consuming segmentation method needs to be run. Similarly, exploring the eigenvectors of the graph Laplacian allows us to make an informed choice on how many of them should be used, even before computing the final segmentation.

2. While previous work [48, 35] has concentrated on tuning a fixed set of continuous parameters, our framework also supports decisions that cannot be modeled in this way, but are still crucial in many segmentation tasks. Those include selecting among potential distance measures and performing hierarchical clustering.

3. We do not require a formal, predefined ground truth, but rather rely on human judgement on whether or not a proposed grouping of the data is meaningful. From the user’s perspective, we consider this a key factor in deciding between an open-box or a black-box system. If ground truth is available, a black-box method, or even fully automated cross-validation, can be used to fix parameters. Otherwise, one might prefer the more exploratory approach facilitated by an open-box system. Producing ground truth manually can be cumbersome especially in 3D image analysis; among other benefits, the rule files generated by our system can help with semi-automated production of a ground truth database.

Other features of our system, which go beyond the functionality found in Tuner [48] and Paramorama [35], are mechanisms for filtering and labeling data in a way that is convenient and generalizes to similar data. Like these previous approaches, we currently only visualize the impact of segmentation parameters on the data of a single subject. In our case studies, this already allowed us to produce rules that could be successfully applied to many similar datasets. Finding techniques to interactively explore the effect of segmentation strategies on a whole ensemble of datasets will be a challenging task for future work.

Finally, we would like to point out that even though our system is specialized to three-dimensional image analysis, spectral clustering itself is fully general, and the proposed techniques for turning it into an interactive open-box method could potentially also benefit other clustering tasks in Visual Analytics.
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