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The synthesis of human motion sequences is a time-consuming task, even for trained artists.
For that reason, being able to create a motion sequence from a rough, vague description is 
highly desirable. The goal of this work is to provide a uniform framework for synthesis of 
human motion from very sparse input data, i.e. sparsely distributed key frames.
Our method requires few key frames as input, assuming that a natural human motion is well 
characterized by these. We then search a mocap database for motion segments that are sui-
table for connecting subsequent key frames. The retrieved motion segments are used to lo-

cally build a motion graph-like structure connecting pairs of key frames. Eventually, a complete 
motion, comprising all key frames, is found by a shortest path algorithm on the previously 
computed motion graph.
In the following we will refer to this result as intermediate motion. This motion, serves as a star-
ting point for further improvements and may still contain blending or foot skating artifacts. 
Therefore, the intermediate motion gets enhanced by a motion refinement step to obtain the 
final result.
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Examples
Four key frames (standing, cartwheel, jumping jack and standing) were distributed ran-
domly in the scene. We show five different results for this scenario that were based on 
the entire CMU [CMU12] and HDM05 [MRC*07] motion capture databases.

The result is a directed, acyclic graph G. We refer to this graph as dynamic motion graph 
(DMG). The DMG can be searched for an optimal motion connecting two key frames.

Connecting Edges
By connecting edges from the two trees Tout and Tin we yield a full motion graph contai-
ning two subsequent key frames ki and ki+1. If a window of adjacent frames in two motion 
segments is found, we perform a linear blending. This blending is done on both, the 
skeleton’s root trajectory and on the rotational data. Finally, a new edge is added to the 
graph, containing the new motion segment.

Path Search and Intermediate Result
Once a dynamic motion graph G is constructed, the next step is to find an optimal path 
connecting the given key frames k. Since the graph is directed and acyclic, a topological 
ordering of its nodes is directly given by construction and the optimal path can be comput-
ed in linear time. This path serves as intermediate result.

Refining the Intermediate Result
The simple concatenation of motion segments can lead to undesired artifacts, i.e. discon-
tinuous movement, especially around the key frames. A second problem that arises is that 
blending of motion segments can introduce foot skating artifacts. Therefore, a further pro-
cessing of the motion is necessary. For this purpose we employ a data-driven refinement 
along the lines of Krüger et al. [KZBW11], basically the refinement contains two steps: 
Motion matching and energy minimization.
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knn-Search
We employ knn search in the MoCap database for two reasons in our approach:
Firstly, we search for nearest neighboor poses of the given key frames. The previous and 
subsequent poses are used as motion segments to expand trees for a bidirectional se-
arching.
Secondly, we use information of k nearest neighboors as prior knowledge in the motion 
refinement step.
In both cases we make use of the similarity search introduced by Krüger et al. 
[KTWZ10]. Here all poses of the database are indexed by a kd-tree based on medium di-
mensional, position features of normalized poses.
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Bidirectional search
The main idea of our bidirectional searching is 
to construct two trees: a tree Tout of outgoing 
motion segments of a first key frame ki and a 
tree Tin of incoming motion segments to a 
second key frame ki+1. The two trees are then 
connected by blending suitable outgoing and 
incoming motion segments of the respective 
trees.


